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HISTOGRAMS AND BOXPLOTS

One year bin Two year bin Ten year bin

Box and 
Whiskers Plot

N = 163

Units = years
IQR = 8
Range = 25

13

9 17
1 26

5 number 
summary

amount of time spent in prison for falsly convicted individuals

HISTOGRAMS AND BOXPLOTS

Lower whisker = lower quartile (LQ) 
to LQ ‐ 1.5 IQR
Higher whisker = higher quartile (HQ) 
to HQ + 1.5 IQR
Whiskers stop at extreme  values

Outside points more than 1.5 IQR
Far outside points more than 3 IQR

correct answers on a test by the participants’ ages

THE MEAN AND THE STANDARD DEVIATION
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some most important descriptive statistics

THE MEAN AND THE STANDARD DEVIATION
mean miles per gallon for two towns
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THE MEAN AND THE STANDARD DEVIATION

Nim

Me

amount of times Nim used his own name and Nim used the pronoun Me: 
positively skewed hystograms

PROPORTIONS AND BAR CHARTS

Proportions

Single 51/241 = 0.21
Widowed 38/241 = 0.16
Divorced 4/241 = 0.02
Married 148/241 = 0.61

Odds

Single 51/190 = 0.27
Widowed 38/203 = 0.19
Divorced 4/237 = 0.02
Married 148/93 = 1.59

womans accused of being a witch

PROPORTIONS AND BAR CHARTS

Categorical (nominal) scale

what comes to mind when “science” is 
mentioned: Bar chart

SAMPLING AND ALLOCATION

All possible combinations All toppings equally Vegetarian samples One meat quota samples
(equal possible with SRS) likely

Mushrooms & Pepper Mushroom & Pepper Mushroom and Pepper Mushroom & Saussage
Mushrooms & Olives Peppers & olives Mushrooms & Olives Pepper & saussage
Mushrooms & Saussags Saussage & Mushrooms Pepper & Olives Olives & Saussage
Pepper & Olives
Pepper & saussage
Olives & saussage

‘random’ means that each possible sample is equally likely

Alternatives:

Cluster samples example: choose SRS of schools, then SRS of pupils

Quota samples example: choose a sample to be half women, half men

Convenience sample example: choose the first 20 people that sign up your study

SRS: Simple Random Sample

Simple Random Sample from a population of pizzas

SAMPLING AND ALLOCATION

Sampling Allocating Measurement

Polpulation Sample

Group – Engl. Soaps Despair rating

Group – Austr. Soaps Despair rating

SRS: Simple Random Sample

RA:  Random Allocation

Random Allocation comparing viewers’ reactions 
to English and Australian soap operas

INFERENCE AND CONFIDENCE INTERVALS

The equation for the 95% interval is
n

sdtxCI 05.0%95 ±= 1−= ndf

amount of time spent in prison for falsly convicted individuals
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INFERENCE AND CONFIDENCE INTERVALS

Within subject studies

The basic equation for the within‐subject 95% confidence interval is

n
sd

txxCI diff
05.021%95 ±−= 1−= ndf

89.00.1
10

25.1
26.20.1%95 ±=±=CI 9=df

more people like freshly brewed coffee

do people like fresh or instant coffee more?

INFERENCE AND CONFIDENCE INTERVALS

Between subject studies

makes me learn willingly  1 (not true) – 5 (true)

boys girls

Number 129 166
Mean 3.26 3.51
Standard Deviation 1.05 0.99
Confidence Intevals

18.026.3
129

05.1
98.126.3%95 ±=±=CI

15.051.3
166

99.0
98.151.3%95 ±=±=CI

significant teachear makes them learning willingly

INFERENCE AND CONFIDENCE INTERVALS

Between subject studies

( ) ( )
( ) ( )11

var1var1
 

21

2211
−+−
−+−

=
nn
nnvarpooled

the basic equation for the between‐subject 95% confidence interval is

Defining the pooled variance as 

⎟⎟
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21
05.021%95
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nn
varpooledtxxCI 221 −+= nndf

24.025.0
129

1

166

1
03.198.126.351.3%95 ±=⎟

⎠
⎞

⎜
⎝
⎛ +±−=CI

31.025.0
129

1

166

1
03.163.226.351.3%99 ±=⎟

⎠
⎞

⎜
⎝
⎛ +±−=CI

mean for girls is higher

we cannot say that the mean for girls is higher

when the sample sizes are different

INFERENCE AND CONFIDENCE INTERVALS

Confidence intervals for medians N = 166

Units = years
IQR = 16
Range = 75

45

34 50
9 84

Standard error of median estimate

42

1
01.0

nznk −
+

=

01.0

1
2 z

XXse kkn
×

−
= +− Standard error (Xi sorted)

80.345    %95 05.0 ±=×±= sezmedianCI

Wilcox 2005 “robust estimates”

Robust estimate of the standard error

INFERENCE AND CONFIDENCE INTERVALS

Bootstrapping confidence intervals

N = 166

Units = years
IQR = 16
Range = 75

45

34 50
9 84

42

44

45

45

45

49

...

Median  CI%95±

nonparametric evaluation of the median by bootstrapping

Sampling from the data = 
sampling from the 
population

HYPOTHESIS TESTING: t TESTS AND ALTERNATIVES

Null Hypotheses Significance Testing: Within subject t‐test

H0: mean difference of population values equals zero

Significance testing is closely related to confidence interval construction. For the 
coffee example:

53.2
1025.1

0.1
====

nsd
DIFF

se
DIFFt ii 9=df

25.3

26.2

01.0

05.0

=

=

t
t

reject H0 at the p=1% level
do not reject H0 at the p=5% level
p
< 0.10 borderline evidence against H0
< 0.05 reasonable strong evidence against H0
< 0.025 strong evidence against H0
< 0.01 very strong evidence against H0 

53.2032.0 =tconfidence interval contains zero if
p_crit < p_thresh: SIGNIFICANCE

test of confidence intervalls within subjects 

significant

H0 not rejected
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HYPOTHESIS TESTING: t TESTS AND ALTERNATIVES

Comparing two groups assuming equal variances: Between subject t‐test

Let the standard deviations (or variances) be approximately same in two 
populations

( ) ( )
( ) ( )11

var1var1
 

21

2211
−+−
−+−

=
nn
nnvarpooled

With the pooled variance 

the t‐statistics becomes

( )21

21
11 nnvarpooled

xxt
+

−
= 221 −+= nndf

between subject tests need a pooled variance

HYPOTHESIS TESTING: t TESTS AND ALTERNATIVES

Comparing two groups not assuming equal variances

acupunture waiting

Mean ‐11..7 ‐6.1
Standard Deviation 7.3 10.9                                        SD’s are different
Total Number 12 11

23.79.10 22 >

For acupuncture: 

For waiting: 

6.47.11
12

3.7
20.27.11%95 ±−=±−=CI

3.71.6
11

9.10
23.21.6%95 ±−=±−=CI

The difference between the means is given by:  ( )
21

05.021
2var1var

%95
nn

txxCI +±−=

11          05.0 =dft

10          05.0 =dft

take this yields10          05.0 =dft 70.86.5)9.3(23.26.5%95 ±−=±−=CI

Null hypothese not rejected

t‐statistics 44.1
9.3

6.5

2var1var 21

21 −=
−

=
+
−

=
nn

xxt

acupuncture versus waiting

H0 not rejected

HYPOTHESIS TESTING: t TESTS AND ALTERNATIVES

Wilcoxon and Mann‐Whitney‐Wilcoxon test as distribution free alternatives

The Wilcoxon signed rank test: An alternative to the within‐subject t‐test

3  7   3   9  14   5   8  10  22   2 data

2.5  5 2.5   7   9   4   6   8  10   1 rank

tied tied

HYPOTHESIS TESTING: t TESTS AND ALTERNATIVES

retrievong times for happy memory and a sad memory

Definition of T

HYPOTHESIS TESTING: t TESTS AND ALTERNATIVES

Wilcoxon and Mann‐Whitney‐Wilcoxon test as distribution free alternatives

The Wilcoxon signed rank test: An alternative to the within‐subject t‐test

It is then ( )
( )( ) 24121

41

++
−−

=
nnn

nnTz

Inserting T=66.5 and n=24 (since one participant is excluded) yields

( )
( )( )

39.2
24492524

423245.66
−=

−
=z 96.105.0 =z

That means the data is significant at p=0.05 level, but not at the p =0.01 level

58.201.0 =z

robust within subject test

H0 not rejected

significant

HYPOTHESIS TESTING: t TESTS AND ALTERNATIVES

The Mann‐Whitney‐Wilcoxon test: An alternative to the between‐subject t‐test

number of correct plays out of 30

10/16

[  336  ]

09/22/2017



10/23/2013

5

HYPOTHESIS TESTING: t TESTS AND ALTERNATIVES

The Mann‐Whitney‐Wilcoxon test: An alternative to the between‐subject t‐test

The test statistic for the MWW, called the Mann‐Whitney U, is the smaller of

( )
⎟
⎠
⎞

⎜
⎝
⎛ −

+
+ 1

11
21 2

1 Tnnnn and ( )
⎟
⎠
⎞

⎜
⎝
⎛ −

+
+ 2

22
21 2

1 Tnnnn

For these data, these values are

( )( ) ( )
5.1695.190

2

11616
1416 =⎟

⎠
⎞

⎜
⎝
⎛ −

+
+

( )( ) ( )
5.545.274

2

11414
1416 =⎟

⎠
⎞

⎜
⎝
⎛ −

+
+

So that                 .  The corresponding z‐value (z‐statistic) is given by5.54=U

( )( )112

2

2121

21
++

−
=

nnnn
Unnz

( )( )
( )( )( )( )

39.2
11416121416

5.5421416
=

++
−

=z reject H0 at 5% level

robust between subject test

96.105.0 =z

COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance

Within subject design comparing the values of several variables for one group

Between subject design comparing the values of one variable for several groups

Here we look at:

‐ one‐way between subjects ANOVA
‐ repeated measures ANOVA

The corresponding nonparametric tests are the
‐ Kruskal‐Wallis test
‐ Friedman test

COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance – one way between subjects
28.0

1
== ∑

i
ix

n
GM

45.01 −=•x

35.12 =•x

05.03 −=•x

60=n

score:  ‐5...5 for a task

COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

model equation for score – one way between subjects

( ) ( )
( ) ( )

( ) ( ) ( )

( ) ( ) ( )

error  todue  ofpart   

 treatment todue ofpart   
MSWG

MSBG

111

ERROR
SSWG

1 1

2

TREATMENT
SSBG

1

2
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SSTO

1 1

2
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i
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p

j
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XXXXnXX

X
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XXXXXX

=

=
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COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance – one way between subjects

SSTO = SSBG + SSWG
Total = Model + Error

( ) ( ) ( )∑∑∑∑∑
= =

•
=

•••
= =

•• −+−=−
p

j

n

i
jij

p

j
j

p

j

n

i
ij xxxxnxx

1 1

2

1

2

1 1

2  

error

model

MSWG

MSBG
==F

total variance in the data = variance explained by the model + unexplained variance

model = treatment effect

Sum of Squares

COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance

Total variation  ( ) 18.3022 =−=∑
i

i GMx

Total variation = within‐group variation + between‐groups variation 

Within‐group variation  45.26695.6455.8895.112 =++=

Between‐groups variation  ( )2
3

1

73.3545.26618.302 GMxn j
j

j −==−= •
=
∑

Within‐group variation 

Between‐groups variation  12% of the variation is explained by the 
differences between the groups

%8818.302/45.266 ==

%12=

Sum of Squares
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COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance

mean sums of squares error

67.4
57

45.266 
==

−
=

edf
variationgroupwithinMSe

87.17
2

73.35 ==−=
bdf

variationgroupbetweenMSb

( ) 83.3
67.4

87.17
57,2 ===

MSe
MSbF 18.3)50,2(05.0 =F

the means are different

ANOVA table
Sum of squares df Mean square F p eta-sq

Between 35.733 2 17.867 3.822 0.028 0.12
Within 266.450 57 4.675
Total 302.183 59

significant

COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance – repeated measures ANOVA 

company efficiencies and seasons

COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

model equation for score in a randomized block design
( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )( )

( )

equal (seasons) entsfor treatmmean  population        
MSE

MSM

equal es)(enterpris blocksfor mean  population      
MSE

MSBG

SSESSM  SSWG 

11111
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ERROR
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1 1

2

SSBlocks
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2
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X

XX

XXXXXXXXXX

iij

p
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n
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p
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COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance – repeated measures ANOVA 

company efficiencies and seasons

SSTO = SSBG + SSWG

SSWG = SSM (model) + SSE (error)

( )∑∑
= =

••−=
p

j

n

i
ij xxSSTO

1 1

2

( ) ( )1df              WG
1 1

2 −=−= ∑∑
= =

• pnxxSSWG
p

j

n

i
iij

( ) ( )1df             M
1

2 −=−= ∑
=

••• pxxnSSM
p

j
j

error

model
MS

MS
=FMWGerr dfdfdf               −=−= SSMSSWGSSE

COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance – repeated measures ANOVA 

( ) ( ) ( ) ( ) 5.13095.526125.292425.2930 22
4

1

6

1

22 =−++−+−=−= ∑∑
= =

• K
i j

iijWITHIN xxSS

TREATMENTeWITHIN SSSSSS +=

( ) ( ) ( )[ ] 00.63867.4783.4967.4717.416 222 =−++−×=−= ∑ • KGMxnSS jTREATMENT

company efficiencies and seasons

MODELeTREATMENTSUBJECT SSSSSS +=×or

Variability between the treatment levels = between seasons

COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance

The final necessary sum of squares for the error is

50.671=−= TREATMENTWITHINe SSSSSS

The degrees of freedom are
p‐1 for treatments where k is the number of treatments (4‐1=3)
(n‐1)(p‐1) for error where n is the sample size ((6‐1)(4‐1)= 15)
n(p‐1) for within ((6)(4‐1) =18)

The MS values are calculated in the same way as the between subject ANOVAs

67.2123/00.638 === TREATMENTTREATMENTTREATMENT dfSSMS

77.4415/50.671 === eee dfSSMS

75.4/ == eTREATMENT MSMSF

effect size 487.0/2 == WITHINTREATMENTp SSSSη
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COMPARING MORE THAN TWO GROUPS OR MORE THAN TWO 
VARIABLES

ANOVA – Analysis of variance

ANOVA table
Sum of squares df Mean square F p eta-sq p

Treatment  638.00 3 212.67 4.75 0.016 0.487
Error 671.50 15 44.77
Within 1309.50 18

efficiencies are different to a 0.016 p‐value for the different seasons

REGRESSION AND CORRELATION

Regression line

xyi  10 ββ +=

( )( )
( )∑

∑
−

−−
=

21
xx

yyxx

i

iiβ

xy  10 ββ −=

iii predEe −=

actual vs. estimated car velocities

REGRESSION AND CORRELATION

Regression line

4.956=totalSS ( ) 3.1061/var =−= nSStotal 91=−n

6.750=errorSS
modelerrortotal SSSSSS +=

8.205=modelSS %2222.04.956/8.205 == can be accounted for the model

Model number of degrees of freedom = k =1 = 
number of variables used in the equation

8.2051/ == modelmodel SSMSS

Number of degrees of freedom associated with the error term = n‐k‐1 = 8
8.938/ == errorerror SSMSS

( ) 19.28.93/8.2058,1 ==F
48.119.2)8( ==t 18.0=p

We should not reject the hypothesis that there is no 
relationship between actual and estimated velocities

REGRESSION AND CORRELATION

Pearson’s correlation

( )( )
( ) ( )∑ ∑
∑

−−

−−
=

22 yyxx

yyxx
r

ii

ii

( )( )
46.0

4.9566.625

8.358
==r

r = 0.1, 0.3, 0.5 ‘small’, ‘medium’, ‘large’

t‐test if r differs significantly from 0:

21

2

r

nrt
−

−
=

Wright and London give also a 95% CI for r.

REGRESSION AND CORRELATION

Spearman’s rS

Perform Pearson’s correlation on the ranks of the data

compare to:

Perform Pearson’s correlation on the log‐log data

FACTORIAL ANOVAs AND MULTIPLE REGRESSION

Two‐Way ANOVA

2 x 2 design
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FACTORIAL ANOVAs AND MULTIPLE REGRESSION

model equation for score in a completely randomized factorial p x q design
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FACTORIAL ANOVAs AND MULTIPLE REGRESSION

Two‐Way ANOVA
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2 x 5 design
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FACTORIAL ANOVAs AND MULTIPLE REGRESSION

Multiple Regression
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Multiple Regression

FACTORIAL ANOVAs AND MULTIPLE REGRESSION

Multiple Regression

FACTORIAL ANOVAs AND MULTIPLE REGRESSION

Multiple Regression

partial correlation:

CATEGORICAL DATA ANALYSIS

Effect size measures for 2 x 2 tables

Odds ratio for the white participants viewing a white confederate in South Africa = 5.25/1.50 = 3.5

CATEGORICAL DATA ANALYSIS

Effect size measures for 2 x 2 tables

cf. Pearson’s r

0‐0.2 poor, 0.2‐0.4 fair, 0.4‐0.6 moderate, 0.6‐0.8 substantial, 
>0.8 almost perfect
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CATEGORICAL DATA ANALYSIS

Effect size measures for 2 x 2 tables

Null hypotheses: No association between the two variables.
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